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Abstract

The hidden-node problem has been shown to be a major source of Quality-of-Service (QoS) degradation in Wireless
Sensor Networks (WSNSs) due to factors such as the limited communication range of sensor nodes, link asymmetry and
the

characteristics of the physical environment. In wireless contention-based Medium Access Control protocols, if two
nodes that are not visible to each other transmit to a third node that is visible to the formers, there will be a collision —
usualy called hidden-node or blind collision. This problem greatly affects network throughput, energy-efficiency and
message transfer delays, which might be particularly dramatic in large-scale WSNs. This paper tackles the hidden-node
problem in WSNs and proposes H-NAMe, a simple yet efficient distributed mechanism to overcome it. H-NAMe relies
on a grouping strategy that splits each cluster of a WSN into digjoint groups of non-hidden nodes and then scales to
multiple clusters via a cluster grouping strategy that guarantees no transmission interference between overlapping
clusters. We also show that the H-NAMe mechanism can be easily applied to the IEEE 802.15.4/ZigBee protocols with

only minor add-ons and ensuring backward compatibility with the standard specifications. We demonstrate the
feasibility of H-NAMe via an experimental test-bed, showing that it increases network throughput and transmission
success

probability up to twice the values obtained without H-NAMe. We believe that the results in this paper will be quite
useful in efficiently enabling | EEE 802.15.4/ZigBee as a WSN protocol.
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Abstract

vindicated by the impact of the hidden-node problem

The hidden-node problem has been shown to be armajoWhich is caused by hidden-node collisions.

source of Quality-of-Service (QoS) degradation iirelgss
Sensor Networks (WSNs) due to factors such asirttieed
communication range of sensor nodes, link asymnaeitythe
characteristics of the physical environment. In elss
contention-based Medium Access Control protocdlgwo
nodes that are not visible to each other transmitat third
node that is visible to the formers, there willdeollision —
usually called hidden-node or blind collision. Thpsoblem
greatly affects network throughput, energy-efficienand
message transfer delays, which might be particylarl
dramatic in large-scale WSNSs. This paper tacklesttiodden-
node problem in WSNs and proposes H-NAMe, a sipgile
efficient distributed mechanism to overcome it. AMé
relies on a grouping strategy that splits each ®usf a WSN
into disjoint groups of non-hidden nodes and theales to
multiple clusters via a cluster grouping strateghatt
guarantees no transmission interference betweerappng
clusters. We also show that the H-NAMe mechanismbea
easily applied to the IEEE 802.15.4/ZigBee protscwaith
only minor add-ons and ensuring backward compatybil
with the standard specifications. We demonstrate th
feasibility of H-NAMe via an experimental test-bebowing
that it increases network throughput and transnoissiuccess
probability up to twice the values obtained withélsNAMe.
We believe that the results in this paper will lbétejuseful in
efficiently enabling IEEE 802.15.4/ZigBee as a Vy&Mocol.

1. Introduction

'In the last few years, wireless networking commiasit
have been directing increasing efforts in pushiogvard
anywhere andanytime distributed computing systems.
These efforts have lead to the emergence of sneaitel
networking, including Wireless Sensor Networks (VBN
which represent enabling infrastructures for lasgale
ubiquitous and pervasive computing systems. Howeaer
limitation for the large-scale deployment of WSNsthe
relatively poor performance in terms of throughdue to
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Fig. 1: A hidden-node collision

A hidden-node (or “blind”) collision occurs when dw
nodes, which are not visible to each other (dukmided
transmission range, presence of asymmetric linkesgmce
of obstacles, etc.), communicate with a commongjble
node during a given time interval as illustratedFig.1.
This leads to the degradation of the following e
performance metrics.

1. Throughput which denotes the amount of traffic
successfully received by a destination node antl tha
decreases due to additional blind collisions.

N

Energy-efficiencythat decreases since each collision
causes a new retransmission.

3. Transfer delay which represents the time duration
from the generation of a message until its correct
reception by the destination node, and that becomes
larger due to the multiple retransmissions of dided
message.

Fig. 2 presents an example obtained with our OPNET
[1] simulation model [2] for the IEEE 802.15.4 poobl
[3], just to highlight the negative impact of th&den-
node problem. We considered a star network sparoriray
square surface (100x100°nwith 100 nodes, where traffic

the use of contention-based Medium Access Controlgeneration followed a Poisson distribution. Thetighput
(MAC) protocols, such as the CSMA (Carrier Sense js shown for different transmission ranges of tieles.

Multiple Access) family. Such expectation is iniwely

1
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We vary the transmission range of the nodes byngett
different receiver sensitivity levels. The degraatatof the
throughput performance due to hidden-node collsien
clearly noticeable in Fig. 2. This is due to theraase of



the hidden-node collision probability when decregsihe
transmission range.
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Fig. 2: Hidden-node impact on network throughput

In the literature, several mechanisms (which weflyi
discuss in Section 2) have been proposed to resmive
mitigate the impact of the hidden-node problem irelgss
networks. However, to our best knowledge, no effect
solution to this problem in WSNs was proposed so fa

This paper proposes an efficient solution to trdelén-
node problem in synchronized cluster-based WSNs. Ou
approach is called H-NAMe and is based on a graupin
strategy that splits each cluster of a WSN intgodis
groups of non-hidden nodes. It then scales to pialti
clusters via a cluster grouping strategy that guees no
transmission interference between overlapping etast

The recently standardized IEEE 802.15.4/ZigBee
protocol stack, which is considered as a promising
candidate for WSNs (e.g. [4]), supports no hiddeden
avoidance mechanism. This leads to a significant Qo
degradation as already seen in Fig. 2. The resolut this
problem is of paramount importance for improving
reliability, throughput and energy-efficiency. Ihig line,
we show the integration of the H-NAMe mechanisnthi@
IEEE 802.15.4/ZigBee protocols, requiring only mnrino
add-ons and ensuring backward compatibility witkirth
standard specifications. We developed an experahent
test-bed and carried out a significant number of
experiments showing that H-NAMe increases network
throughput and transmission success probability taip
100%, against the native IEEE 802.15.4 protocol.

We believe that the integration of the H-NAMe
mechanism in IEEE 802.15.4/ZigBee may be relevant i
leveraging the use of these protocols in WSNs and i
enriching future versions of their specifications.

Contributions of this paper. The main contributions of
this paper are three-folded:

» First, we propose H-NAMe, a simple and efficient
mechanism for solving the hidden-node problem in
synchronized multiple cluster WSNs (Section 3).

e Second, we show how to incorporate H-NAMe in
the IEEE 802.15.4/ZigBee protocols (Section 4).

e Third, we demonstrate the feasibility of the
H-NAMe mechanism through an experimental test-
bed and show its practical benefit (Section 5).

2. Related Work

The hidden-node problem has been shown to be auseri
problem that degrades the performance of wireless
networks. In [5, 6], the authors have derived a
mathematical analysis based on queuing theory awéd h
quantified the impact of the hidden-node problemtlosm
performance of small-scale linear wireless netwof®s
the other hand, most of research works have focosed
finding solutions for eliminating or reducing thapact of
the hidden-node problem in wireless networks. Hidde
node avoidance mechanisms can be roughly catedoaize
follows.

. The busy tone mechanism
In this approach, a node that is currently heararg
ongoing transmission sends a busy tone on a nareowl
channel to its neighbors for preventing them from
transmitting during channel use. This mechanism eealy
introduced in [5], providing a solution, called tiBaisy
Tone Multiple AcceséBTMA), for a star network with a
base station. An extension of this mechanism for a
distributed peer-to-peer network has been propas¢d]
known as Receiver-initiated Busy Tone Multiple Asse
(RI-BTMA) and in [9] as Dual Busy Tone Multiple Aess
(DBTMA).

The limitation of this mechanism is the need of a
separate channel, leading to additional hardwast and
complexity, thus reducing the cost-effectivenesgV&Ns.

. RTS/CTS mechanism

The idea of making a channel reservation around the
sender and the receiver through a control-signiatilaake
mechanism was first proposed in [12] — SRM3piit-
channel Reservation Multiple Accgs§he Request-To-
Send/Clear-To-Send (RTS/CTS) approach builds os thi
concept and was first introduced in the MACA pratoc
[13]. The channel reservation is initiated by thender,
which sends an RTS frame and waits for a CTS frame
from the destination, before starting the effective
transmission. Several refinements were proposed,
including MACAW [14], the IEEE 802.11 (DCF) [15] dn
FAMA [16]. Recently, the Double Sense Multiple Asse
(DSMA) mechanism was proposed in [17], joining the
busy tone approach with the RTS/CTS mechanismgusin
two time-slotted channels.

This method is particularly unsuitable for WSNs, as
stated in [18], mainly due to the following reasofisdata
frames in WSNs are typically as small as RTS/CTS
frames, leading to the same collision probabil(ii); the
RTS/CTS exchanges are power consuming for both the
sender and the receiver and (iii) the use of RTS/QT
only limited to unicast transmissions and does exdéend
to broadcasts. In addition, it may lead to extradighput
degradation due to thexposed-nodproblem [13].

. Carrier Sense Tuning

The idea consists in tuning the receiver sensjtivit
threshold of the transceiver, which representsrtimmum
enery level that indicates channel activity, to have
extended radio coverage. Higher receiver sensésvit



enable a node to detect the transmissions of nizatreer
away, thus leading it to defer its transmissionatmid
overlapping. Many works analyzed the impact of iearr
sensing on the system performance. This technigage w
analyzed in [19] to study the effects of carrienseg
range on the performance of the IEEE 802.11 MAC
protocol. A similar study was conducted in [20],exb the
authors derived expressions of the number of hicbetes
that may affect a given sender and the correspgndin
probability of collision. More recently, in [21] ¢hauthors
carry out a thorough study to find an optimal aarri
sensing threshold, given multiple network topolsgie

The limitation of carrier sense tuning is thatssames
homogenous radio channels, whereas in reality, emidd
node situations can arise from obstacles and asymeme
links. In addition, it is not possible to indefigly increase
the carrier sense range due to physical limitations

. Node Grouping

Node grouping consists in grouping nodes accortting
their hidden-node relationship, such that each mrou
contains nodes that are “visible” (bidirectional

complexity of O(N?) in each grouping process, whétds

the number of nodes. This results in network
inaccessibility time and energy consumption durthg
polling process. In our approach, for each group

assignment, only the requesting node and its neighlill

be subject to thgroup joinprocedure and not all the nodes
of the cluster, resulting in a simpler and morergpe
efficient (<O(N)) mechanism. Third, we show how to scale
our mechanism to multiple cluster networks. Finalle
demonstrate the feasibility of our proposal throagheal
test-bed, whereas the [22] relies on simulationis Tik
quite relevant, because we believe an eventual
implementation of [22] would not be straightforwasthce

it requires a mechanism for detecting and intenpget
collisions, implying a non-negligible change to tieEE
802.15.4 Physical Layer.

3. The H-NAMe mechanism
3.1. System model

We consider a multiple cluster wireless network avel

connectivity) to each other. Then, these groups aresssyme that in each cluster there is at least ode with

scheduled to communicate in non-overlapping tinréogs
to avoid hidden-node collisions. Such a groupingtsgy
is particularly suitable for star-based topologwgth one
base station. In that direction, a grouping stnate@s
recently introduced in [22] to solve the hidden-eod
problem in IEEE 802.15.4/ZigBee star networks (fedm
by the ZigBee Coordinator — ZC — and several naalés
coverage). In [22], the grouping strategy assurhas the
ZC can distinguish a hidden-node collision fromaamal
collision based on the time when the collision @scu
Thus, when the ZC detects a hidden-node collisictarts
the hidden-node information collection process,
triggering a polling mechanism. At the end of thalipg
process, all nodes report their hidden-node inféionao

by

the ZC, which executes a group assignment algorithm

based on the hidden-node relationship reported hey t
nodes. The algorithm used in shown to have a cotitple
of O(N2). After assigning each node to a group, the ZC
allocates to each group a certain time duratiordéghe
superframe, in which slotted CSMA/CA is used as MAC
protocol. The grouping process is then repeatetl gae
the ZC detects a hidden-node collision.

In this paper, we propose a really efficient, padtand
scalable approach to the case of cluster-based WShIs
also show how to integrate our approach in IEEE
802.15.4/ZigBee protocols with only minor add-onmsl a
backward compatibility.

Our work differs from [22] in many aspects,
overcoming important limitations. First, H-NAMe ngces
no hidden-node detection since it relies orpraactive
approach rather than ractive approach to the hidden-

node problem. Hence, our grouping strategy is node-

initiated. Second, we reduce the complexity of gineup
join process. The grouping process in [22] is based
polling all the nodes in the coverage of ZC eachetia
hidden-node collision occurs with a group assignmen

bi-directional radio connectivity with all the otheluster
nodes (Fig. 3). We denote this node as Cluster-Kieht].
At least the CH must support routing capabilitiés:,
guaranteeing total interconnectivity between clusteles.

«—= Bi-directional Link @ Cluster-Head

O Node

Fig. 3 : Network model
Nodes are assumed to contend for medium access

during a Contention Access Period (CAP), using a
contention-based MAC (e.g. CSMA family). A
synchronization  service must exist to assure

synchronization services to all network nodes,egitin a
centralized (e.g. GPS, RF pulse) or distributediitas (e.g.
IEEE 802.11 TSF, ZigBee). We also assume that tisere
interconnectivity between all network clusters (engesh
or tree-like topology). Note that although our emtr aim
is to use the H-NAMe mechanism in the I|EEE
802.15.4/ZigBee protocols, the system model is gene
enough to enable the application of H-NAMe to other
wireless communication protocols (e.g. IEEE 802.11)

In what follows, we start by proposing the H-NAMe
intra-cluster node grouping strategy (Section argj then,



in Section 3.3, a strategy to ensure the scalgbbit
multiple cluster networks.
3.2. Intra-cluster grouping

Initially, all nodes in each cluster share the s@A®, thus
are prone to hidden-node collisions. The H-NAMe

Step 1 - Group Join Request

Let us consider a nodé that wants to avoid hidden-node
collisions. NodeN; sends aroup-join.requestnessage to
its cluster-head CH, using a specific broadcastresdd
referred to asgroup management addres®gy in the
destination address field. 4@ is defined as arintra-
cluster broadcast addressvhich must be acknowledged

mechanism subdivides each cluster into node groupsyy the cluster-head (in contrast to the typicalabmst

(where all nodes have bi-directional connectivignd
assigns a different time window to each group dytime
CAP. The set of time windows assigned to node goup
transmissions is defined as Group Access PeriodP)GA
and must be smaller or equal to the CAP. In thiy,wa
nodes belonging to groups can transmit withoutrigle of
hidden-node collisions.

For the intra-cluster grouping mechanism, we dbgrt
assuming that there is no interference with adjacen
clusters, since that might also instigate hiddedeno
collisions.

The H-NAMe intra-cluster grouping strategy compsise
four steps, presented hereafter and illustratédgn4.

STEP 3: Neighborhood Report

STEP 4: Group Assignment Message

—— Communication Flow «~-- Bi-directional Link
Fig. 4: Intra-cluster grouping mechanism

A message sequence diagram is presented in Fig. 5.

Requesting
Node Ni

(Group-Join.request, @GM)

STEP 1 {

STEP 2

STEP 3{
o

STEP 4 3

| |

Fig. 5: Intra-cluster grouping message sequence chart

Cluster-Head ’ ‘ Nalghbor

Node Nj

| —————Register neighbor info

in the neighbor table

ACK Frame

aGFroupRequesiTimer

_ (Neighbor.notify, @GM)

ACK Frame

{Neighbor report, @CH Ip

ACK Frame

Group-join.confirm, @MNi)

ACK Frame

aGroupNotification{imer

address). Obviously, the acknowledgment messag&)AC
will be received by all cluster nodes, since thestdr-head
is assumed to have bi-directional links with alttoém.

Such an acknowledged broadcast transmission ensures
that the broadcasted message is correctly recdiyedll
the neighbors of the broadcasting node (recallivay tve
assume no inter-cluster interference). In fact, aify
collision occurs inside the cluster during the sraission
of the broadcast message, then the cluster-headviCH
certainly be affected by this collision since itifsdirect
visibility with all nodes in its cluster. If no d@ion occurs,
then the broadcast message will be correctly recely
all nodes and acknowledged by the cluster-head.

Hence, since théroup-join.requestmessage is sent
using the group management address,{@H sends back
an ACK frame tad\; notifying it of the correct reception of
the group join request.

On the other side, all cluster nodes in the tragsion
range of\; (thus received th&roup-join.requestnessage)
and that already belong to a group, check if thayelN;
already registered as a neighbor node in thaighbor
Table We assume that the Neighbor Table is created and
updated by each node during network set-up andimm-
phases. The Neighbor Table stores the addresses of
neighbor nodes and the link symmetry informatiohjolr
specifies if the link with a corresponding neighberbi-
directional or not. If a node hears tBgoup-join.request
message and does not belong to any group (it is
transmitting in the CAP, thus not in the GAP), thien
simply ignores the message. On the other handnifde
N; is already in a group and hears the join mesghga, it
records the information abolt in its Neighbor Table, if it
is not registered yet, and will update the link asyetry
with directionN;—N;.

Step Status At the end of this step, each node in the
transmission range dfi knows that nodé\; is asking for
joining a group and registers the neighborhoodrinfdion
of Ni. This only ensures a link direction froi to this set
of nodes. The link symmetry verification is the pose of
the next step.

Step 2 - Neighbor Notification

After receiving the ACK frame of it&roup-join.request
message, nodl; triggers theaGroupRequestTimdrmer,
during which it waits for neighbor notification nsegjes
from its neighbors that heard its request to jogr@up and
that already belong to a group. Choosing the optima
duration of this timer is out of the scope of thaper, but

it must be large enough to permit all neighborssemd
their notification.



During that time period, all nodes that have hehel cluster. The group assignment procedure and natiific is
join request and that already belong to a grouptmus presented in the next step.
initiate aNeighbor.notifymessage to inform nodg that
they have heard its request. One option is thabde N
directly sends théleighbor.notifymessage to nodé with
an acknowledgement request. The drawback of this
alternative is that nodeN, cannot know when its
Neighbor.notifymessage fails to readly (i.e. ACK frame
not received), whether the lost message is dudligico
or to the non-visibility ofN;. No clear decision can be
taken in that case. A better alternative is thatery sends
the Neighbor.notifymessage using the group management
address @y in the destination address field. As previously
mentioned, the correct reception of theighbor.notify
message by the cluster-head CH followed by an ACK
frame means that this message is not corruptednlgy a
collision and is correctly received by all nodes the
transmission range oN;. Particularly, nodeN; will
correctly receive the neighbor notification messdgeis Group Assignment Algorith
reachable from nod;; otherwise, the link betwed¥ and 1 int aMaxGroupNumber;/ maximum number of groups
N; is unidirectional (directioNi—N;). If N; receives the 2 in a cluster
Neighbor.notify message fromN;, then it updates its 3  Type Group;
Neighbor Table by adding as a new entry the inféilona 4  Group G; /1 list of all groups @l]..GlaMaxGroupNumbér
5
6
7

Step 4 - Group Assignment Procedure

The cluster-head CH maintains the list of existyngups.
After receiving from nodé\; the Neighbor.reportmessage
containing the list of its bi-directional neighbp@H starts
the group assignment procedure to potentially adsido
a given group, according to its neighborhood listd a
available resources. In each cluster, the numberaips
must be kept as low as possible in order to redhee
number of state information that needs to be mahdye
the CH.

We impose that the number of groups inside each
cluster must not exceeaMaxGroupNumberwhich should
be equal to six, by default (the reader is refetoej®2] for
further intuition). The group assignment algorithis
presented in Fig. 6:

on N; with Link Symmetnget to bi-directionalNj«<N)), if |G[i]| = number of elements in group GI[i]

this information has not been recorded yet.Nf has Type Neighbor_List; // {Np..Ng)= Neighbor List of
already been registered as a neighbor nddeaust be sure the requesting Node N

to set theLink Symmetryproperty to bi-directional. This g int Count [IG[i]l] ={0, O, .., 0}; // Number of nodes in Neighbor

procedure is executed by all nodes responding & th g List that belongs to the group GI[i]
GrOUp'JO|n-reque$t message during the timer period j1q intgrp_nbr; // the current number of groups managedly
aGroupRequestTimer 11 // group_index function returns the group index of the node NL[i]

SFep Status At the en_d of this step,_the requgsting node 1,  function int group_indexieighbor_List NL, int i)
N; will have the information on all bi-directionaligbbors 13 /ithe group assignment function.

that have already been assigned to groups. SWd®es |, iy group_assignNeighbor_List NL, Group G, int grp_nbr){
not know the number of nodes in each group, it oann 15 int res = 0

decjde alor}e which group it will join. The group 16 int index = 0;

assignment is the purpose of the next steps. 17 while ((res = = 0) and (index < [NLE)

Step 3 — Neighbor Information Report 18 if (++Counfgroup_index (NL, inde})= =

The cluster-head CH is assumed to be the centdd tiat 19 |G[group_index (NL, index++])
manages all the groups in its cluster. Thus, CHaadl 20 res = group_index (NL, --indekygak;

knowledge of the groups and their organization. thait 21

reason, after the expiration of tlaGroupRequestTimer 22 if (res ==0){ //that means that no group is found
timer, nodeN; sends theNeighbor.reportmessage, which 23 if (grp_nbr = =aMaxGroupNumbem®turn (res)
contains the list of its neighbor nodes (that h#een 24 elsereturn (++grp_nbr);

collected during the previous step), to its clustead CH 25 }

(using the CH address ¢@as a destination address). The 26  elsereturn (res);

CH must send back an ACK frame to confirm the 27 }

reception. Then, nodkd; waits for a notification fronCH
that decides whethe\; will be assigned to a group or not.

Fig. 6. Group assignment algorithm

CH must send the group assignment notification feetioe Upon reception of theNeighbor.reportmessage, the
expiration of a time period equal to cluster-head CH checks the neighbor list of theiesting
aGroupNotificationTimer If the timer expires, nodé\ nodeN,. If there is a group whose (all) nodes are neighbo
concludes that its group join request has failed amy  of nodeN;, thenN; will be associated to that group. The
retry to join a group later. cluster-head runs the following algorithm (as im.F8).
Step Status At the end of this stepy; will be waiting For each neighbor nod¢ in the list, the cluster-head CH
for the group assignment confirmation message f@)  incrementsCount [group_index(N))], which denotes the

which tries to assigi\; to a group based on its neighbor number of neighbor nodes bf that belong to the group of
information report and the organization of the g®inits  the currently selected neighbiy. Note that group_index



(Nj) denotes the index of the group of nodg If this
number is equal to the actual number of nodesefdtier
group, it results that all nodes in this group aeghbors

of nodeN.. Thus,N; can be assigned to this group since it
is visible to all its nodes.

If the list of neighbors is run through withoutiséting
such a condition, the cluster-head CH will createesv
group for N; if the number of groups is lower than
aMaxGroupNumber otherwise, the Group-join.request
message oN; will be considered as failed. So it must
transmit during the CAP (not in the GAP), and metyy a
new group join request later.

At the end of the group assignment process, CHssand
Group-join.notifymessage to nodg to notify it about the
result of its group join request.

If the requesting node is assigned a group, thevillit
be allowed to contend for medium access duringtithe
period reserved for the group, which is call€loup
Access PeriodGAP). This information on the time period
allocated to the group is retrieved in the subsegframes
sent by the CH.

Importantly, the complexity of the algorithm (Fi§)
for assigning a group to a node depends on the euofb
neighbors of this node. In any case, it is smalianO(N),
where N is the number of nodes in the cluster, thus has
significantly lower complexity than th©(N2) complexity
of the algorithm for group assignment proposed2g].[
Moreover, in that proposal each new node that enter
network is unaware of the existing groups and eallse a
hidden-node collision, after which the groups aee r
constructed. In our mechanism, a node is not atiotee
transmit during the time period allocated to grogpsly
being able to communicate during the CAP) untiisit
assigned to a given group.

Group load-balancing: Note that the algorithm
presented in Fig. 6 stops when a first group of-hiolden
nodes is found for the requesting node. However,
requesting node can be in the range of two differen
groups, i.e. all nodes in two separate groups mible to
the requesting node. In this case, one possibleriom is
to insert the requesting node into the group witle t
smallest number of nodes, for maintaining load-beilzg
between the different groups. For that purpose,
algorithm should go through all the elements of the
neighbor list and determine the list of groups thatisfy
the condition in lines 18 and 19 of the algorithiig( 6).

In this case, if more than one group satisfies ¢biwdition,
N; will be inserted in the group with the smallest to@mof
nodes.

Bandwidth allocation: The time-duration of each
group in the GAP can be tuned by the cluster-head t
improve the mechanism efficiency. This can be done
according to different strategies, namely: (i) dyeor all
the node groups; (ii) proportionally to the numbé&nodes
in each group; (iii) proportionally to each groupisffic
requirements. How to perform this assignment is not
tackled in this paper.

3.3. Scaling H-NAMe to multiple-cluster networks

Solving the hidden-node problem in multiple-cluster
networks involves greater complexity due to intleister
interference. The assumption that there is no firtence
from other clusters made before is no longer vadieince,
even if non-hidden node groups are formed inside al
clusters, there is no guarantee that hidden-notisicns
will not occur, since groups in one cluster arewar& of
groups in adjacent clusters.

Obviously, the best strategy for completely avaidine
inter-cluster hidden-node problem is to reserve an
exclusive time window for each cluster. Howeveris th
strategy is definitely not adequate for large-scsd@sor
networks, where the number of clusters/groups
significantly high.

Our approach consists in defining another level of
grouping by creating distinct groups of clusterdose
nodes are allowed to communicate during the same ti
window. Therefore, each cluster group will be assija
portion of time, during which each cluster in thHester
group will manage its own Group Access Period (GAP)
according to the intra-cluster mechanism preserted
Section 3.2.

The cluster grouping concept is illustrated in HgAs
shown, clusters A and B have overlapping radio ye,
which can lead to inter-cluster interference andstto
hidden-node collisions. For this reason, they vk
assigned to different cluster groups that are aciiv
different time windows. The same applies for clugtairs
(C, D), (A, C) and (B, D). Therefore, our clustepigping
mechanism forms two cluster groups: Group 1, which
comprises clusters A and D, and Group 2 containing
clusters B and C.

The challenge is on finding the optimal clusteruping
strategy that ensures the minimum number of cluster

is

gdroups. We define a cluster group as a set of alsist

whose nodes are allowed to transmit at the same tim
without interference.

Cluster grouping and time window scheduling
strategies were proposed and effectively implentearel
validated in [23], for engineering ZigBee clusteze

the WSNs. A more detailed description of the clusteuging

mechanism can be found in [24][24]. We propose a
grouping criterion and a graph coloring algorithar fin
efficient scheduling of the cluster groups activity

4. H-NAMe in IEEE 802.15.4/ZigBee

In this section, we explain how to instantiate th&lAMe
mechanism to the IEEE 802.15.4 protocol, namely
addressing beacon-enabled cluster-tree networkss Th
topology is scalable and enables energy-efficient
(dynamically adaptable duty-cycles per cluster) amal-
time communications [27]. In addition, the clustere
topology fits into the H-NAMe network model.



4.1 |IEEE 8021.5.4/ZigBee overview

The joint efforts of the IEEE 802.15.4 task gro@p][and
the ZigBee Alliance [26] have ended up with the
specification of a standard protocol stack for LBate
Wireless Personal Area Networks (LR-WPANS), enaplin
low-cost and low-power wireless communications.

The IEEE 802.15.4 MAC protocol supports two
operational modes that may be selected by the ZigBe
Coordinator (ZC), which is the master node thanhiifies
and manages the whole WPAN: (i) the non beaconiedab
mode, in which the MAC is simply ruled by non-séatt
CSMA/CA,; and (ii) the beacon-enabled mode, in which
beacons are periodically sent by the 2ZzZC for
synchronization and network management purposes.

A ZigBee network is composed of three device types:
(i) the ZigBee Coordinator (ZC), which identifiehet
network and provides synchronization services thhathe
transmission of beacon frames containing the ifleation
of the PAN and other relevant information; (iiietigBee
Router (ZR), which has the same functionalitiesh&sZC
with the exception that it does not create its AN - a
ZR must be associated to the ZC or to another ZR,
providing local synchronization to its cluster (dhinodes
via beacon frame transmissions; and (iii) the ZigHad-
Device (ZED), which does not have any coordination
functionalities and is associated to the ZC or &Ra

4.2. Integrating H-NAMe in IEEE 802.15.4

In the beacon-enabled mode, the ZC defines aBasically, the idea is that each node group (riesufrom

superframe structure (Fig. 7), which is construdieded
on the Beacon IntervalB(), which defines the time

the H-NAMe mechanism) will be allocated a time wond
in each superframe duration. The idea is to useqgiahe

between two consecutive beacon frames, and on theCAP for the Group Access Period (GAP), as illugiain

Superframe Duration SD), which defines the active
portion in theBI, and is divided into 16 equally-sized time
slots, during which frame transmissions are allowed
Optionally, an inactive period is defined Bl > SD.
During the inactive period (if it exists), all nadmay enter
in a sleep mode (to save enerd@)andSD are determined
by two parameters, the Beacon Ord&O) and the
Superframe OrdeiSO), respectively, as follows:

Bl =aBaseS upen‘rar'neDuratidIiZBO
@

for 0sSO< BO<14
SD= aBaseSuperframeDuratidiﬁso

where aBaseSuperframeDuration

Fig. 8. Note that a minimum duration of 440 symhulsst
be guaranteed for the CAP in each superframe [3].
7]
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Fig. 8. CAP, GAP and CFP in the Superframe
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In our intra-cluster grouping strategy, a node thas
been assigned a group will track the beacon fraane f
information related to the time window allocated it
group, and will contend for medium access duringt th

15.36 ms (assumingeriod with the other nodes of the same group. Wpgse

250 kbps in the 2.4 GHz frequency band) denotes thethe GAP Specificatiorield in Fig. 9 to be embedded in the

minimum superframe duration , correspondin@@-= 0.

During theSD, nodes compete for medium access using

slotted CSMA/CA in the Contention Access Period FJA
For time-sensitive applications, IEEE 802.15.4 éeshe
definition of a Contention-Free Period (CFP) withire
SD, by the allocation of Guaranteed Time Slots (GTS).

5
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Fig. 7. Superframe structure

It can be easily observed in Fig. 7 that low duggles
can be configured by setting small values of the
superframe orderSO as compared to the beacon order
(BO), resulting in longer sleep (inactive) periods.

ZigBee defines network and application layer s&wic
on top of the IEEE 802.15.4 protocol. The clusteet
topology, in which all nodes are organized in aep&r
child relationship, imposes the beacon-enabled méde
simple and deterministic tree routing mechanisonsisd.

beacon frame (such a specification is missing 2})[2

hits 02 36 7-8

Start Backoff
Period Offset

912 13-14 15

End Backoff
Period Offset

Group
Start Slot

Group

End Slot Reserved

Group ID

Length 3 4 2 4 2 5 =16 bits

Fig. 9. GAP specification field of a beacon frame

The GAP is specified by th&roup ID field that
identifies the node group. Up to 8 groups per elusan be
defined. The time window in the superframe is Shpeti
by a given number of Backoff Periods (BP). A preati
problem is that the number of a backoff period in
superframe may be quite large for high superfranders
(up to 16 time slots * % BP/time slot), which requires a
huge amount of bits in the field to express thetisiga BP
and the final BP for each group. The objective ags t
maintain as low overhead as possible for the sigatidn
of a given group. For that purpose, a group isatterized
by its start time slotandend time slo{between 0 and 15)
and the correspondingackoff period offsets'he start and
end offsets for the time duration of a group is pated as
follows:

Relative Offset: (Start/End) Backoff Period Offset *2

a

The choice of 8ackoff Period Offsetub-field encoded
in two bits is argued by the fact that the minimoomber



of backoff periods in a time slot is equal to 3 (80= 0).
Hence, forSO> 0, each time slot will be divided into three
parts to which the start/end instant of a giverugraccess
period should be synchronized.

slotted CSMA-CA mechanism, as presented in [30fe Th
CCA deference problem occurs when it is not posdidt

a frame to be transmitted in the remaining spac¢hef
superframe and its transmission must be deferrethdo

This GAP implementation approach only requires two next one. For lowSO and due to the lower superframe
bytes of overhead per group. The maximum number ofduration, it is more probable that this deferenceucs (in

groups depends on tI&0 values, since lower superframe
orders cannot support much overhead in the beaaomef
due to short superframe duratioAdso, it allows a flexible
and dynamic allocation of the groups, since all esd
continuously update their information about theioup
start and end times when receiving a beacon framthe
beginning of each superframe.

5. Experimental Evaluation

5.1. Implementation approach

We have implemented the H-NAMe mechanism in
nesC/TinyOS [28], over the Open-ZB implementati2]
of the IEEE 802.15.4/ZigBee protocols, to demonstits
feasibility and efficiency using commercial-off-tisbelf
(COTS) technologies.

For that purpose, we carried out a thorough
experimental analysis to understand the impachefH-
NAMe mechanism on the network performance, namely i
terms of network throughput(S) and probability of
successful transmission(®s), for different offered loads
(G), in one cluster with a star-based topology. Buo#trics
have been also used to evaluate the performandkeof
Slotted CSMA/CA MAC protocol [30]. The network
throughput § represents the fraction of traffic correctly
received normalized to the overall capacity of nleéwork
(250 kbps). The success probabiliBs) reflects the degree
of reliability achieved by the network for successf
transmissions. This metric is computed as the tilipputS
divided byG, representing the amount of traffic sent from
the application layer to the MAC sub-layer, also
normalized to the overall network capacity.

To ensure the reliability of the measurement preces
some issues had to be considered, namely guanagteei
that the IEEE 802.15.4 physical channel was freenfr
interference from IEEE 802.11 networks, which opet

more nodes), resulting in multiple collisions ate th
beginning of the next superframe. The reason is #iter
the deference, the slotted CSMA-CA protocol does no
perform another backoff procedure (only two CCAs).

5.2. Test-bed scenario

The experimental test-bed consisted of 18 MICAz enot
[31] (featuring an Atmel ATmegal28L 8-bit
microcontroller with 128 kB of in-system programreb
memory) scattered in three groups hidden from etoér,

a ZC and a protocol analyzer Chipcon CC2420 [32],
capturing the traffic for processing and analyBig.(10).

Fig. 10. Experimental testbed

The protocol analyzer generates a log file contgjrall
the received packets and the corresponding timgstam
enabling to retrieve all the necessary data emlkodthe
packets payload, using a parser application weldped.

The 18 nodes have been programmed to generate traff
at the application layer with preset inter-arriviahes. A
similar approach has previously been used in [30] f
evaluating the performance of the CSMA-CA protocol.

the same frequency range. We have experimentallyThe three node groups were placed at ground levat n

observed that despite the distance to the neaEdSE |
802.11 access point being over 10 m, it definifelpact
on the performance measurements. The channel wers of

walls, in order to reinforce the hidden-node effgey.10).
To ensure that nodes in different groups were ot fa
hidden, a simple test was carried out. A MICAz mates

sensed as busy (during the Clear Channel Assessmeriffogrammed to continuously perform the clear chinne

(CCA) procedure) due to IEEE 802.11 transmissions.

assessment procedure, toggling a led when energy wa

Hence, we chose an IEEE 802.15.4 channel outside thdetected in the channel. By placing this mote #ewtint

IEEE 802.11 frequency spectrum (Channel 26) togperf
the experimental evaluation. Channel integrity easured
using a spectrum analyzer. In addition, anotheectsghat
was considered was the choice of 8@value to be used
in our experiments. To have a clearer idea onrtipact of

the hidden-node phenomenon independently from other5
we have chosen a superframe order’

parameters,
sufficiently high 0= 8) to avoid the collisions related to
the CCA deference problem encountered for 8@ in the

spots while a group of nodes was transmitting, vezew
able to identify an area to place a new node gsmhat
they would be hidden from the other groups. This
procedure was repeated for each group, in a waytdes
were divided evenly by the 3 groups (6 nodes/group)

3. Experimental results

Fig. 11 presents the GAP created by the H-NAMe
mechanism.
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Fig. 11. Groups allocation in the superframe
Each nodegroup was assigned with four time slots
transmission, which represengs theoretical duration ¢
983.04 ms per grou5Q = 8). This allocation was mac
according to the principle of equal groaccess duration
for anequal number of nodes per grc

CAP | GROUP1

5.3.1 The node group-join procedure

Fig. 12 illustrates a packetapture of a group join
requested by a node.
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Fig. 12. Packet analyzer capture of a group join

In this example, a node with shaldress C0006 (see
Fig. 10) requestedo join a group. Notice the beac
payload featuring theéGAP specification of thegroups
already formed (labeled (1) in Fig. 12).

The node initiated the process by sendiniGroup-
join.requestmessage to the ZC (lab@)f and receiving an
acknowledgement.Then, all the other nodes in
transmission range replied withNeighbor.notif message
(label (3). When the requesting node receivthese
messages, it knows that it shares ditectional link with
its neighbors. As soon as the tr for receiving
Neighbor.notify messages expireghe requesting noc
sends aNeighbor.reportmessage to thZC identifying its
neighbors (label (4)). The ZC rurtke F-NAMe intra-
cluster groupingalgorithm to assign a group to that nc
and sends &roup-join.confirm message, notifying tr
node of which group to join (labeb)). The node, now
assigned to Group 1, can transihitring theGAP portion
reserved for Group 1 (see Fig. 11).

5.3.2. HNAMe performance evaluatior

The performance evaluation of theNAMe mechanism
has been carried out usiBg = SO= 8 (100% duty cycle),
with a constant frame size of ¢ bits. Several runs were
performed (one for each packet ir-arrival time),
evaluate the network performanat different offered
loads ). Fig. 13 presents the throughp(S and the
success probabilityPs) obtainedfrom three experimental
scenarios: aetwork with hidde-nodes without using the
H-NAMe mechanism tfiangle marker curve); the
previous network usinghe F-NAMe mechanism (circle
markers curve) and aetwork without hidde-nodes
(square markers curveThe depicted average valufor
the throughput and probability of succewere computed
with a 95% confidence intervifor a sample size of 3000
packets at each offered load. The respe variance is
displayed atach sample point by vertical bar in black.
From these resultsye can observe that even at low offe
loads HNAMe leads to a considerablperformance
improvement. For instancr an offered loa(G) of 30%,
the success probabilityP€) using H-NAMe is roughly
50% greater than without-NAMe.
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Fig. 13. Experimental performance results

Considering higher loads, it is clear that th-NAMe
doubled thethroughput of the conventional network w
hiddennodes. At 90% of offered lo. (G), the throughput



of the network using H-NAMe reached 67% and is [°]
increasing, while without using H-NAMe a saturation
throughput of 32% is achieved, representing an [6]
improvement of more than 100%.

Moreover, it is possible to observe that for higfeed
loads, the H-NAMe mechanism has actually up to 5%
better throughput performance than that of a networ

(7]

without hidden-nodes (all nodes with bi-directional [8]
connectivity in a star topology). This results frotime
lower probability of collisions with H-NAMe since enost
6 nodes (one group) contend for the medium at angiv [9]
time (GAP) instead of 18 nodes in the network withb-

NAMe intra-cluster grouping. [10]
In this experimental scenario, there were no packet
retransmitted (due to collisions). However, if wensider (11]

one retransmission for each lost packet, the iseréathe
number of transmissions would be significant in tdase [12]
of the network without H-NAMe, thus leading to a chu
higher energy loss, even at low offered loads. d¢¢othat
for G = 30%, Ps is around 50% when H-NAMe is not |43
used, meaning that half of the packets transmitiddhot
reach their destination. [14]

In conclusion, it can be noticed that the H-NAMe
mechanism presents a significant improvement of the
network performance in terms of throughput and sssc
probability, at the small cost of some additionaéidead
to setup the different groups in the networks.

[15]
[16]

6. Concluding remarks [17]

In this paper, we have provided a solution to al rea
fundamental problem in Wireless Sensor Networks [1g]
(WSNSs) that use contention-based medium accessotont
(MAC) — the hidden-node problem. [

We have proposed a simple yet very effective
mechanism — H-NAMe - that eliminates hidden-node [20]
collisions in synchronized multiple cluster WSNsading
to improved network throughput, energy-efficiencyda
message transfer delays. H-NAMe follows a proactive
approach (avoids hidden-node collisions before wow)
for achieving interference-free node and clusteupgs.

We have also showed how H-NAMe can easily be
applied to the IEEE 802.15.4/ZigBee protocols, \uléce
prominent candidates for WSN applications. Finallye
have implemented, tested, validated and demondtthte
feasibility and effectiveness of the H-NAMe mectzsamiin

[21]
[22]

[23]

[24]

a real scenario, reaching a network performance[ZS]

improvement at the order of 100%.

[26]
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